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Abstract 

A common approach to solving the term mis-
match between a user’s query and relevant 
documents is query expansion, which aug-
ments a user’s query with additional, related 
terms in order to increase coverage of relevant 
documents. The system proposed in this paper 
presents an alternative means of ameliorating 
the term mismatch problem for certain corpo-
ra. Instead of using query expansion, this sys-
tem uses document expansion. Specifically, 
for corpora containing inter-document refer-
ences (e.g., links or citations), this system uses 
those references to expand the set of terms 
contained within a given document. Prelimi-
nary evaluation of the results of using docu-
ment expansion in a sample implementation 
indicates that this approach can provide mild 
benefit to the perceived helpfulness of a user’s 
query. 

1 Introduction 

One fundamental problem in information retrieval 
is that there is often a mismatch between the terms 
of a user’s query and the terms that compose rele-
vant documents. This term mismatch may arise 
when a user isn’t familiar with the appropriate 
terms or when some documents don’t use the meta-
terms that accurately characterize their content. For 
example, a Shakespeare play may contain a rising 
action, climax, or protagonist even if those meta-
terms do not appear in the text itself. 

Addressing this problem is important because 
new or inexperienced users are more likely to enter 

terms that do not match those used in the docu-
ments they are seeking (Furnas et. al., 1987) and 
because a document may be relevant to a particular 
concept even if the document does not use the cor-
responding meta-term. In both cases, resolving 
term mismatch is a key step to retrieving a com-
prehensive set of relevant documents. 

The term mismatch problem is most often ad-
dressed using query expansion, a process that 
augments a query with terms that share a similar 
meaning so as to increase the likelihood of match-
ing the terms contained in relevant documents. 
Query expansion—in its many different forms—is 
effective at addressing term mismatch caused by a 
user’s unfamiliarity with the appropriate terms to 
use for a given concept (Cui et. al., 2002; Lima and 
Pedersen, 1999; Qiu and Frei, 1993; Voorhees, 
1994; Xu and Croft, 1996; Yan and Hauprmann, 
2007). However, the success of query expansion 
depends on its ability to augment a user’s query 
with the correct terminology. For example, query 
expansion techniques that use a lexical ontology 
such as Wordnet (Miller, 1995) or a thesaurus are 
only as successful as the underlying data. 

As an alternative to query expansion, the system 
described in this paper uses document expansion. 
This differs from query expansion in that it aug-
ments the terms contained within a document ra-
ther than a query. Specifically, document 
expansion capitalizes on the fact that many corpora 
have a significant number of inter-document refer-
ences (e.g., links or citations). That is, there are 
many corpora containing some documents, which I 
call primary documents, that are linked to or refe-
renced by other documents, which I label second-
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ary documents. Document expansion uses those 
inter-document references to expand the terms con-
tained within the primary documents in an effort to 
address the term mismatch problem. 

In this paper, I will introduce the concept of 
document expansion in the context of related work, 
examine the types of corpora on which this system 
can be applied, and explain the means by which 
this model gleans information based on inter-
document references. I will then present a prelimi-
nary evaluation of the system’s performance and 
discuss possible future work. 

2 Related Work 

Document expansion addresses the same problem 
as query expansion—namely, the term mismatch 
problem. There are three common means of per-
forming query expansion: 
• Global query expansion uses corpus-wide sta-

tistics. Specifically, Voorhees (1994) uses a 
lexical ontology such as Wordnet to insert 
synonyms of a term. For example, a query con-
taining golf stroke might be expanded to in-
clude terms such as swing, slice, hook, and 
shot. Qiu and Frei (1993) found benefits to ex-
panding a query by adding terms similar to the 
concept of the query rather than adding syn-
onyms of the terms in the query. However, if 
the term being searched for doesn’t exist in the 
lexical ontology being used, then global query 
expansion provides no additional benefit. 

• Local query expansion uses query-specific sta-
tistics. It assumes the top-ranked results are 
fairly relevant and then returns the results of a 
second, expanded query that uses terms gar-
nered from the top-ranked results of the first 
query (Xu and Croft, 1996). Because this ap-
proach uses the results of the first search to 
generate terms used in the second search, local 
query expansion obviously provides no benefit 
when the user’s search term(s) do not appear in 
any documents. 

• Query expansion using query logs derives 
query expansion terms by analyzing the large 
quantities of user interaction data stored in a 
query log. This technique has proven effective 
for information retrieval on the Web, but ob-
viously is only applicable to environments 
with significant user interaction data (Cui et. 
al., 2002; Lima and Pedersen, 1999). 

By contrast, document expansion exploits the in-
ter-document references in some corpora to aug-
ment the terms of a document. The Web is one 
example of a corpus with a significant number of 
inter-document references, and the World Wide 
Web Worm (WWWW) was one of the earliest 
search engines to use the text of a hyperlink to gain 
information about the page to which that hyperlink 
points (McBryan, 1994). More recently, Google, 
like most other modern Web search engines, asso-
ciates the text of a hyperlink with the page to 
which that hyperlink points (Brin and Page, 1998). 

The document expansion approach presented in 
this paper differs from the approach taken by 
WWWW and Google primarily in that both of 
those Web search engines use only the text of in-
ter-document references but not the terms sur-
rounding those references.1 Additionally, 
document expansion is not limited solely to the 
Web; this system can be customized to recognize 
any type of reference. 

3 Applicable Corpora 

A corpus on which document expansion may be 
used must meet two fundamental criteria: 
1. Some or all of the documents in the corpus 

must contain references to other documents 
within the corpus. 

2. Those inter-document references must be for-
matted in some consistent manner such that 
they can be automatically recognized by a lex-
ical parser. 

I will give three specific examples of corpora 
that meet the aforementioned criteria. 
• The Perseus Digital Library contains hundreds 

of Greco-Roman documents, some of which 
are primary and others secondary (2007). The 
primary documents in that library include well-
known works such as Homer’s Illiad and Vir-
gil’s Aeneid and lesser-known works such as 
Thucydides’s The Peloponnesian War. The 
secondary documents include works such as 
Charles Smith’s Commentary on Thucydides, 
which references The Peloponneasian War and 
other many works. 

                                                           
1 According to Brin and Page (1998), Google only uses hyper-
linked text—not the term surrounding the hyperlink—to gain 
information about the page to which a hyperlink points. As far 
as the author knows, this is still true. 



• The Christian Classics Ethereal Library 
(CCEL, 2007) contains hundreds of texts—the 
secondary documents—that are marked with 
references to certain verses in the Bible—the 
primary documents. 

• If one considers the set of all possible dates 
(from infinitely BCE to infinitely CE) to be 
primary documents, then the set of any news 
or encyclopedia articles could be used as sec-
ondary documents. This unique application of 
document expansion would permit one to 
search for a term such as “Martin Luther King 
birthday” and retrieve the primary document 
“15 January 1929.” 

All three of these corpora are suitable for doc-
ument expansion because they contain consistent-
ly formatted inter-document references. Note that 
in all three of the aforementioned corpora the in-
ter-document references are consistently formatted 
but need not be hyperlinked. Unlike Web-only 
search engines, document expansion enables the 
system to capitalize on non-hyperlinked refer-
ences. 

4 Model 

For any single corpus, the set of primary docu-
ments is defined as the set of all documents to 
which there are inter-document references, and the 
set of secondary documents is defined as the set of 
all documents in which there are inter-document 
references. In most cases, corpora will contain 
documents that are members of both sets. 

4.1 Building the Table of References 

The first step in building the model is to create a 
table of references to store information about the 
inter-document references. 

4.1.1 Algorithm 

The procedure to construct the table of references 
is detailed in Algorithm 1. 

Building the table of references requires sets 
containing all primary (P) and secondary docu-
ments (S) as well as the number of term buckets to 
create (N). The term bucket Ti is used to store the 
terms that have a distance of i terms before or after 
the inter-document reference. (See Figure 2 for an 
example table of references.) 

The table of references (R) contains exactly one 
row for each primary document and N+3 columns. 
The PDName column contains some identifier for 
the primary document, and the PDContents col-
umn contains the contents (or terms) of the primary 
document. The Title column contains the terms of 
those secondary documents whose title includes a 
reference to the given primary document. The re-
maining N columns contain terms extracted from 
the secondary documents that are subsequently 
used in the document expansion of a respective 
primary document. 

To construct the table of references, the system 
iterates over each inter-document reference in the 
set of secondary documents and inserts the terms 
surrounding that reference into the term buckets of 
the primary document to which that reference 
points (cf. lines 7-19 of Algorithm 1). 

Input: P, the set of all primary documents 
Input: S, the set of all secondary documents 
Input: N, the number of term buckets 
Output: R, the table of references 
  1: Initialize R to contain the following columns: 
      PDName, PDContents, Title, T1, T2, … TN. 
  2: for p in P do 
  3:      Add row for p to R 
  4:      Rp,PDName  name of p 
  5:      Rp,PDContents  contents of p 
  6: end for 
  7: for s in S do 
  8:      Let s be viewed as an ordered list of M 
           terms (words) such that si is the ith token 
           of s. 
  9:      for each reference, r, to a primary 
           document, p, in s do 
10:           if r occurs in the title of s then 
11:                Append s1, s2, … sM to Rp,Title 
12:           else 
13:                t  position of r in s 
14:                for i = 1 to N do 
15:                     Append st-i and st+i to Rp,Ti 
16:                end for 
17:           end if 
18:      end for 
19: end for 

Algorithm 1. Procedure to construct the table of refer-
ences. 



4.1.2  Example 

Consider an example from the CCEL corpus in 
which the secondary documents include “To Theo-
dosius and the Rest of the Anchorites” (see Figure 
1), the primary documents include Luke chapter 15 
from the Bible, and  N = 20. (In other words, the 
text in Figure 1 א S, and Luke 15 א P.) The excerpt 
in Figure 1 includes an inter-document reference to 
the primary document Luke 15. Figure 2 demon-
strates the state of the table of references after the 
reference to Luke 15 has been processed—i.e., af-
ter one iteration of the loop that begins on line 9.  

Notice that the T1 field in the table of references 
contains the word immediately preceding the refer-
ence to the primary document (“son”) as well as 
the word immediately following it (“who”). Fields 
T2 … T20 are populated similarly. In this case the 
Title field is empty; however, had a reference to 
the primary document Luke 15 occurred in the title 
of some secondary document then the full contents 
of that secondary document would be placed in the 
Title field for Luke 15 (cf. line 11 of Algorithm 1). 
Finally, note that additional references to Luke 15 
in the set of secondary documents would result in 
more terms being appended to each of the columns 
for Luke 15. 

4.1.3 Implications for Document Expansion 

In summary, for each primary document, the table 
of references contains not only the contents of that 
primary document, but also excerpts from second-
ary documents that reference (or “link to”) the 
primary document. In this way, the system can 
achieve document expansion on a primary docu-
ment by using excerpts from secondary documents 
that link to that primary document. 

4.2 Searching the Table of References 

At query time, each row in the table of references 
can be treated as a document with multiple fields. 
The standard vector space model in information 
retrieval as described in Manning et. al. (2007) can 
then be used to search the primary documents. 
Note that, instead of searching only the PDCon-
tents column, we achieve document expansion by 
searching all the columns in the table of references. 

4.2.1 Handling Document “Overexpansion” 

Matching terms contained in any of the columns in 
the table of references can introduce matches that 
are “false positives” into the result set. 

                                                                                           
2 This field contains the full text of the primary document. 
Note that it doesn’t include the phrase “prodigal son,” a com-
mon meta-term used to refer to this text. 

Unless the good Shepherd shall place me on his shoulders and carry me back to the fold my steps will 
totter, and in the very effort of rising I shall find my feet give way. I am the prodigal son, , 
who although I have squandered all the portion entrusted to me by my father, have not yet bowed the 
knee in submission to him; not yet have I commenced to put away from me the allurements of my former 
excesses. 

Figure 1. An excerpt from a secondary document in the CCEL corpus (“To Theodosius and the Rest of the Ancho-
rites” by Jerome). The inter-document reference to Luke 15 is demarcated with a box. 

PDName PDContents Title T1 T2 T3 … T19 T20 
Luke 14 … … … … … … … … 
Luke 15 Now the tax 

collectors 
…2  

[Empty] son who prodigal 
although 

the I … and the totter knee

Luke 16 … … … … … … … … 

Figure 2. An excerpt from the table of references after a reference to Luke 15 in the secondary document in Figure 1 
has been processed. This figure demonstrates the effect that one iteration of the loop that begins on line 9 has on the 
table of references. 

Luke 15:11-32



One response to this concern is to rank the re-
sults using term frequency-inverse document fre-
quency (tf-idf), as shown in equation (1). In 
general, this will return the most “relevant” docu-
ments first, pushing the “false positives” lower in 
t she set of re ults returned. 

,ݐሺ݁ݎ݋ܿݏ ݀ሻ ൌ ෍ ,ݐሺ݂ݐ ݂ሻ כ ݂݅݀ሺݐሻ כ ሺ݂ሻݐݏ݋݋ܾ
௙ ௜௡ ி

 (1) 

  
where t = term, d = primary document, F is the 
set of all fields in the table of references for 
document d, and ܾݐݏ݋݋ሺ݂ሻ returns a boost val-
ue as explained in Section 4.2.2. 

 

4.2.2 Field-Specific Boosts 

The advantage to storing the terms surrounding an 
inter-document reference in separate fields T1 … 
TN is that it allows the system to place greater 
weight on terms closer to a reference (i.e., on the 
contents of T1 and T2) than on terms further from a 
reference (i.e., on the contents of TN-1 and TN). Eq-
uation (2) defines a boost function that would ac-
complish such a g he  weightin of t terms. 

ሺ݂ሻݐݏ݋݋ܾ ൌ ቐ
1   if ݂߳ ሼPDContents, ሽ݈݁ݐ݅ܶ
4
௣݂
   otherwise                    (2) 

where f = field and fp = field proximity to inter-
document reference (1 ൑ ௣݂ ൑ ܰ and fp is an in-
teger). 

 

 

5 Implementation 

Since 2001, I have developed and maintained a 
Web site called Christ Notes,3 which contains a 
Bible search in which the text of the Bible is stored 
in a MySQL database and is searched using SQL’s 
LIKE clause. The results are then returned in their 
“natural” Biblical order (i.e., Genesis, Exodus, Le-
viticus, etc.). 

I used Lucene4 to create a Bible search that 
served as a sample implementation of document 
expansion. Specifically, I used six secondary doc-
uments from the CCEL corpus, and I used each 
Bible translation available on Christ Notes as a 

                                                           

                                                          

3 http://www.christnotes.org/ 
4 http://lucene.apache.org/ 

primary document.5 Additionally, I used ten term 
buckets (N = 10) and Equation (2) as my boost 
function. 

Lastly, I kept the MySQL-based search as the 
default Bible search and instead added the docu-
ment expansion-based search as an alternative op-
tion, branding it as “concept match.” Users may 
turn concept match on or off as desired. 

6 Evaluation 

In this section I present a preliminary evaluation of 
the aforementioned implementation of document 
expansion. The experimental setup is explained in 
Section 6.1, and the results are presented and dis-
cussed in Section 6.2. 

6.1 Experimental Setup 

To evaluate this implementation of document ex-
pansion, I conducted a discount usability study 
(Nielsen, 1993). I designed the experiment such 
that I split nine introductory computer science stu-
dents into two groups: a control group (“Base-
line”), in which concept match (i.e., document 
expansion) was turned off, and an experimental 
group (“Document Expansion”), in which concept 
match was on. Four students were in the Baseline 
group; five in Document Expansion. Students were 
not aware that different algorithms even existed let 
alone which one was being used to present results 
to them. The Bible search used by the two groups 
was identical in every respect except for the under-
lying search algorithm being used. 

Each student was given five tasks. For each task 
the student was asked to pretend he was either re-
searching a particular topic or preparing a sermon 
on that topic and to use the Bible search to accom-
plish that task. 

I observed both quantitative and qualitative da-
ta. The former consisted primarily of a user’s re-
sponse to the question “How helpful do you think 
these results are for completing your task?” The 
responses were placed on a scale of 1 (very un-

 
5 The secondary documents that I used were Confessions of 
Saint Augustine; Easton’s Bible Dictionary; Jamieson, Faus-
set, and Brown’s Commentary on the Whole Bible; Nave’s 
Topical Bible; Smith’s Bible Dictionary; and Torrey’s New 
Topical Textbook. The Bible translations that I used as prima-
ry documents were the American Standard Version, Bible in 
Basic English, Darby’s Translation, King James Version, 
World English Bible, and Young’s Literal Translation. 



helpful) to 5 (very helpful). The latter consisted of 
information such as a user’s verbal feedback to me, 
a user’s scrolling patterns, and user’s search pat-
terns. 

6.2 Results 

6.2.1 Quantitative Results 

The quantitative results of this discount usability 
study are presented in Figure 3. Due to the small 
sample size of the study (nine students), the stan-
dard deviation of the helpfulness ratings is 0.85. 
Thus, the difference in perceived helpfulness be-
tween the Baseline and Document Expansion algo-
rithms is not statistically significant. 

6.2.2 Qualitative Results 

The discount usability study was very beneficial 
for gleaning comments and feedback from users. 
Below are three qualitative observations I made 
during the study: 
• A user adapts to her expectations about a 

search engine. For example, when asked to re-
search the Trinity, one user in the Baseline 
group did not even bother searching for trinity 
but instead immediately searched father son 
spirit knowing that the former would return no 
results. The very notion of concept match is 
that the search engine adapts to the expecta-
tions of a typical novice user. 

• Three users complained that the number of 
results (often more than five hundred) was 
overwhelming. For users in the Document Ex-
pansion group, this complaint essentially 
amounts to an assertion of document “overex-
pansion.” To address this, I subsequently ex-
tended the Lucene search engine to implement 
a “floor” such that the only documents re-
turned are those whose relevancy scores for a 
particular search exceed the floor. 

• Users really appreciated that the terms for 
which they searched were highlighted on the 

search results page. However, five users sug-
gested that I also highlight those same terms 
when a user views the full contents of a chap-
ter of the Bible after having clicked on a link 
to that chapter from the search results page. 
Although I already knew that this feature 
would be a nice addition, the fact that more 
than half of my testers voluntarily suggested 
this very same idea prompted me to make this 
full-chapter highlighting one of the very first 
features I subsequently implemented. 

7 Conclusion 

A common approach to addressing the term mis-
match problem is to use query expansion. I pre-
sented an alternative approach—document expan-
sion. This approach uses the references that exist 
in some documents to other documents to expand 
the set of terms for which a document matches. I 
then discussed a fully-functional implementation 
of document expansion on the Web site Christ 
Notes. A preliminary discount usability study of 
this implementation indicated that document ex-
pansion, as implemented on Christ Notes, pro-
vided a mild—although not statistically signifi-
cant—improvement of the helpfulness of results 
returned. For this reason, it seems prudent to re-
lease this document expansion system to the pub-
lic. 

8 Future Work 

The results of the preliminary evaluation warrant a 
more thorough study of document expansion. If the 
results of a comprehensive evaluation are positive, 
then there are several areas in which future work 
would be appropriate: 
• When implementing this system, I used the 

boost function given in Equation (2). However, 
the choice of that specific boost function was 
based only on “eyeballing” the perceived re-
levance of the results—not on a systematic, 
objective measurement. Further work should 
be done to investigate an optimal boost func-
tion. 

• One weakness of this approach to document 
expansion is its tendency to produce many 
“false positive” matches. Although using tf-idf 
to rank results is a good first step toward ad-
dressing this problem, further work should be 

Algorithm Perceived Helpfulness 
Baseline 3.58 
Document Expansion 3.97 

Figure 3. Responses of the users who evaluated the 
perceived helpfulness of search results. A rating of 1 
indicates very unhelpful results; 5 indicates very 
helpful. 



done to examine additional means of counter-
ing document “overexpansion.” For example, 
one could investigate ways to include only cer-
tain terms when expanding a document per-
haps through an analysis of term co-occurrence 
in the secondary documents. 

• This paper deals exclusively with document 
expansion. Further work should be done to in-
vestigate effective means of combining docu-
ment expansion with query expansion. For 
example, one could study the potential benefits 
or drawbacks of combining document expan-
sion with techniques such as local context 
analysis (Xu and Croft, 2000) or probabilistic 
local feedback (Yan and Hauprmann, 2007). 

• As presently implemented, a typical search 
using concept match on Christ Notes requires 
about 1.5 seconds.6 Such a delay is tolerable, 
but it is far from ideal. Although concept 
match is fully implemented on the Christ Notes 
test server, I have yet to deploy this implemen-
tation to the production server so that I can re-
search ways to decrease the average length of 
time required for a search using concept 
match. Once I satisfactorily decrease search la-
tency, I intend to deploy concept match to the 
Christ Notes production server. 
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